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Abstract. The mutual information function $M(d)$, which is a quantity used to detect correlations in symbolic sequences, is applied to natural language texts. For some English and German texts being analyzed, $M(d)$’s for both the letter sequences and letter-type sequences exhibit approximate inverse power law function at shorter distance with exponents close to 3. This decay of $M(d)$ is too fast to lead a $1/f$ power spectrum. Due to finite size effects, it is not conclusive as to whether the same inverse power law function extends beyond short distances. Also included are discussions on various topics concerning other scaling phenomena in formal and natural languages.

1. Introduction

It was observed more than a decade ago [1] that the power spectra of the audio signal, for both the loudness and the pitch, of music and speech are approximately $1/f$ noise, i.e., random signals with inverse power law power spectra $P(f) \approx 1/f^\alpha$, with $\alpha$ being close to 1. Many other signals, ranging from star luminosity [2] to highway traffic flows [3] also show the same $1/f$ noise. For a review article, see Ref. [4].

We use scores to represent music and texts to represent speech. Not all the sequences with the score symbols or the alphabets can be performed or be read to have $1/f$-like power spectra. For example, a “monkey-typed” text [5, 6, 7] is random, and has a constant power spectrum (i.e., white noise) if it could be read as a speech. Then, how does $1/f$ noise in music and speech emerge from the structures of the scores and the texts? In this paper, we will examine this question by carrying out statistical analysis of correlations and structures in several natural language texts.

The first obstacle in identifying $1/f$ noise in natural language texts is that the power spectrum cannot be defined for symbolic sequences. The
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"complimentary" function of the power spectrum, the correlation function, which is the inverse Fourier transformation of the power spectrum, cannot be defined on symbolic sequences either. We will instead use the mutual information function [8] here for the analysis of language texts.

The mathematical and statistical analysis of language texts is not new (see, for example, Ref. [9]). Nevertheless, most of the previous studies are centered around the occurrence frequency of the language units (e.g., words) and the distribution of their length (e.g., sentences). There are also studies on the entropy [10, 11, 12, 13] and the conditional transition probability from one letter to its neighboring letter [10, 14]. These probability-based quantities appear more frequently in the literature after the information theory became popular. Although the analysis presented in this paper depends on the concepts in information theory, the emphasis is on the correlation between two letters separated by any distance, rather than a distance of one site (the Markov process approximation of a language is used on the belief that two neighboring sites are correlated with certain probability) or no distance at all (entropy does not account for the correlation between symbols).

In the next section, the mutual information function is introduced; Section 3 contains the numerical results on the mutual information function of many language texts; Section 4 discusses whether quantities calculated from left to right can detect structures generated from top to bottom; Section 5 examines the correlation functions in context-free languages, one of the formal languages, and relates them to that of the natural languages; Section 6 discusses other scaling laws in natural languages, including Zipf's law; and a conclusion is drawn in the end of the paper.

2. Inverse Power Law Correlation In Symbolic Sequences

In this section, we briefly review the quantity for detecting correlations in symbolic sequences: mutual information function $M(d)$. In order to make comparisons with the more frequently used function, the correlation function, we proceed in our definition in the following way: Consider a numerical sequence \( \{x_i\} \ (i = 1, 2, \cdots, N) \), where the site value is taken from state variables \( \{a_\alpha\} \ (\alpha = 1, 2, \cdots, M) \), if the joint probability of any site \( i \) to take value \( a_\alpha \) and site \( j = i + d \) to take \( a_\beta \) is \( P_{\alpha \beta}(d) = P(x_i = a_\alpha, x_j = a_\beta) \) (the overhead bar represents an average over site \( i \)), the correlation function is:

\[
\Gamma(d) = \sum_{\alpha, \beta} a_\alpha a_\beta P_{\alpha \beta}(d) - (\sum_\alpha a_\alpha P_\alpha)^2. \tag{2.1}
\]

Now consider symbolic sequences where the state variables \( \{a_\alpha\} \) are not numbers. We cannot just remove the expression \( a_\alpha a_\beta \), or \( c_\alpha \) in Eq. (2.1) in order to avoid the problem of using symbols, because the summation will then lead to the trivial value 1. The alternative is to define the following function, borrowing from the concept of mutual information in information
theory [10]:

\[
M(d)^{[1]} = \sum_{\alpha\beta} P_{\alpha\beta}(d) \log_2 \frac{P_{\alpha\beta}(d)}{P_{\alpha}P_{\beta}} = 2H^{[1]} - H^{[2]}(d),
\]

(2.2)

where \(P_{\alpha\beta}\) is as defined in Eq. (2.1), \(P_{\alpha}\) is the probability (density) for symbol \(\alpha\), \(H^{[1]}\) is the entropy for a single site and \(H^{[2]}(d)\) is the entropy for the “joint block” which is patched from two sites separated by a distance \(d\). The definition can be easily extended to the mutual information between two 2-site blocks \((M(d)^{[2]}\)), 3-site blocks \((M(d)^{[3]}\)), etc.

We use the name mutual information function to emphasize that the quantity is a function of the distance between sites, making it closer to the name correlation function. Beware that the same name is used sometimes to refer to something different, for example, that mutual information is a function of the probability distribution (section 5.2 in Ref. [15]). The reason mutual information is a good quantity for measuring correlation is because, for a random sequence which has no correlations, the joint probability \(P_{\alpha\beta}(d)\) is simply equal to the product of \(P_{\alpha}\) and \(P_{\beta}\), so \(\log_2(P_{\alpha\beta}(d)/P_{\alpha}P_{\beta}) = 0\), or \(M(d)\) is zero. The same conclusion can also be drawn from the second line of Eq. (2.2): the entropy for blocks composed of two uncorrelated sites \((H^{[2]}(d))\) is twice that for a single site \((H^{[1]}\)), and the two terms in \(M(d)\) cancel to zero.

For numerical sequences, we can ask the question of whether a power law correlation function implies a power law power spectrum, or a power law mutual information function. The first part (from correlation function to power spectrum) can be easily answered: a \(1/d^\beta\) correlation function corresponds to a \(1/f^{1-\beta}\) power spectrum if \(0 < \beta < 1\). A power law correlation function will also lead to an approximate power law mutual information function. This can be argued as follows: a power law \(\Gamma(d)\) indicates a power law \(P_{\alpha\beta}(d)\)'s \(P_{\alpha\beta}(d) \log(P_{\alpha\beta}(d)/P_{\alpha}P_{\beta})\) is then a power law function times a linear term, and it is approximately a power law function. A careful examination of binary sequences shows that the above conclusion is true [8]. After keeping only the leading terms in a large distance approximation, the exponent for the power law function in \(M(d)\) is twice that for \(\Gamma(d)\) [8]. Appendix 1 includes the relationship among the exponents of these 3 functions.

The way to relate symbolic sequences with \(1/f\) noise is first to see whether the \(M(d)\) for the symbolic sequence is an inverse power law function. If this is so, we then extrapolate the exponent for \(M(d)\) to that of the corresponding \(\Gamma(d)\), and then to see whether that \(\Gamma(d)\) can lead to a \(1/f\) power spectrum.\(^1\) For binary sequences, it means a mutual information function \(M(d) \sim 1/d^{2(1-\beta)}\) \((0 < \beta < 1)\) is required for a \(1/f^\beta\) power spectrum. For more general cases, a quantitative relation between the exponents of \(\Gamma(d)\) and \(M(d)\) is not currently available. Nevertheless, empirical evidence shows

\(^1\)The corresponding sequences can thus be called symbolic \(1/f\) noise.
that $M(d)$ always decays faster than $\Gamma(d)$. We will see in the next section that although natural language does have inverse power law correlation, the exponent is too large to ensure a $1/f$ noise.

3. Analysis of Letter Sequences And Letter-Type Sequences

One problem encountered while analyzing natural language texts is how to decide on the unit of the symbol sequence. At the lowest level, a language text is considered as a string of letters including punctuations and blank spaces. Choosing letters as the minimum units is simple and easy in term of computation, because one does not need an extra set of instructions to transform the text into symbolic sequence with higher level units. The drawback for using letter sequence is that it is unlikely this analysis will provide a true understanding of the text, because a single letter usually does not carry a full meaning.

What we aim to do, at this stage, is to discover features common to all language texts (at least for English texts) at the level of letters. One can make a comparison with the power spectra analysis of music and speech done by Voss and Clarke [1]. In their study, all music, regardless of whether it is classical music or jazz, shows the same $1/f$ noise. Consequently the power spectrum analysis is less useful for understanding of each individual piece of music. On the other hand, one can identify all music as belonging to the same "universality class." And one can separate music from random noise or any other signals which are not considered to be "music," by means of power spectra.

In order to obtain the best statistics, I also analyze the "letter-type" sequences, i.e., the sequences with four symbols according to whether the letter is a vowel, consonant, punctuation, or space. This sequence is a "coarse-graining" of the original letter sequence.

One can also choose other units instead of letters, for example, word-types or "lexical categories" (with symbols of noun, verb, adjective, adverb, article, etc.), words, morphemes, and syllables. For language systems such as Japanese or Chinese, we deal with character sequences. In the languages in some ancient culture, the unit of the language is the ideogram. The problem with using these units is that it becomes more difficult to get good statistics in filling the histograms for the occurrence of each unit. Actually, the best and most logical choice of the unit should be the phoneme, not only because it is tractable (the number of phonemes is not very large), but also because every language can be spoken and, as a result, be recorded in phoneme sequences.

As a simple example for the illustration purpose, I have analyzed J. F. Kennedy's inaugural speech (the text contains 7391 letters). Figure 1 shows what the correlation function (the absolute value) would look like, in log-log scale, if letters are transformed into numbers randomly. In the plot, there are 10 different $\Gamma(d)$ curves from different random transformations (though blank space is always mapped to 0 and punctuation is always mapped to 1). Clearly, the correlation function is not an invariant function with respect to
Figure 1: The absolute values of correlation functions for numerical sequences produced by randomly mapping 26 letters to numbers between 2 and 27, blank space to number 0 and punctuations, digits to number 1, from JFK's speech. The inset is the average of these ten functions, as well as the best fitting straight line for the first 15 points with slope $-0.93$. 
the transformation. The inset is the average of all the $\Gamma(d)$’s, and the curve from $d = 1$ to $d = 15$ is fitted by a straight line with the slope $-0.93$.

Figure 2 shows three $M(d)$ curves for the text of J. F. Kennedy’s speech: site-to-site $M(d)^{[1]}$ for letter-type sequence (with 4 symbols), $M(d)^{[2]}$ for the same sequence, and $M(d)^{[3]}$ for the letter sequence (with 28 symbols). It is noticed that the mutual information functions do not decay to zero as expected. The existence of the non-zero residue values is because of the finite sequence length, which introduces fluctuations for counting the probabilities, and consequently an overestimation of the mutual information value [8]. As a crude estimation, the error of mutual information introduced by finite sequence length for purely random sequences is [8]:

$$\delta M(d) \sim \frac{M^{2l}}{N},$$  \hspace{1cm} (3.1)

where $N$ is the sequence length, $M$ is the number of symbols, and $l$ is the block length. Applying this formula to the three calculations of $M(d)$ on JFK’s speech, we have the residues: $\delta M(d) = 0.002$ (letter-type sequence), 0.03 (letter-type, $M(d)^{[2]}$), and 0.1 (letter sequence). These residue values are drawn in the Figure 2. Also drawn are residue values calculated from the formula for 3-symbol and 27-symbol sequences for a comparison. Although the values calculated do not fit the data exactly because English texts are not random sequences (e.g., the 26 letters are not equally distributed), they do give a good estimation of the finite size effect.

We also notice that the $M(d)$’s decay as power laws at shorter distances. In order to test the validity of this observation, more natural language texts with much longer lengths are analyzed. They are: Shakespeare’s play Hamlet, Associated Press news articles, a collection of 11 of Shakespeare’s plays, and the Bible (in German). The information about the text lengths and the estimation of the residue of mutual information by Eq. (3.1) is included in Table 1. The information about the source and the editing procedures is included in Appendix 2.

Figure 3 shows $M(d)^{[1]}$ for the letter sequences taken from the four text files mentioned above, Figure 4 is the $M(d)^{[2]}$ for letter-type sequences from the same four text files, and Figure 5 is the $M(d)^{[3]}$ for the same letter-type sequences. We have the following comments:

<table>
<thead>
<tr>
<th>Name</th>
<th>Length</th>
<th>Residue (4-1, 4-2, 28-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFK’s speech</td>
<td>7,391</td>
<td>0.002, 0.03, 0.1</td>
</tr>
<tr>
<td>Shakespeare’s Hamlet</td>
<td>148,177</td>
<td>1x10^{-4}, 0.0017, 0.0053</td>
</tr>
<tr>
<td>AP’s News</td>
<td>232,232</td>
<td>6.9x10^{-5}, 0.0011, 0.0034</td>
</tr>
<tr>
<td>Bible(German)</td>
<td>844,027</td>
<td>1.9x10^{-5}, 3x10^{-4}, 9.3x10^{-4}</td>
</tr>
<tr>
<td>Shakespeare’s Plays</td>
<td>1,305,575</td>
<td>1.2x10^{-5}, 2x10^{-4}, 6x10^{-4}</td>
</tr>
</tbody>
</table>

Table 1: Source, the text length (number of letters) and the residue mutual information due to finite size effects.
Figure 2: Mutual information function for the sequences transformed from JFK's speech: 1. letter-type sequence (with 4 symbols), $M(d)_{[1]}$; 2. letter-type sequence, $M(d)_{[2]}$; 3. letter sequence (with 28 symbols), $M(d)_{[3]}$. The dotted lines are estimated residue values of $M(d)$ for random sequences due to finite size effects (for both $M$-symbol and $(M - 1)$-symbol).
M(d)'s at shorter distances are similar for all texts (with minor variations for the German Bible). It might be explained by the fact that all the texts have the same or similar words structures. The curve at distance smaller than 5 letters deviates from the straight line at intermediate distances (d ≈ 5 to 20) in the log-log plot, which means there might be two different functional forms for distances smaller or larger than the average length of English words (namely, 5). The exponents for the inverse power law function which approximates the M(d) at intermediate distances are close to 3–3.5 for letter-type sequences. (The dashed lines in the plots all have slopes −3.) It is still not firmly established what the exact value of the exponent is, because it fluctuates with different choices of fitting regions, different coarse-graining schemes, and different languages (the error bar for the exponent is roughly ±1).

The residue δM(d) does indeed drop with the text length, as expected from Eq. (3.1). (The dotted lines in the plots are residue values for the corresponding random sequences.) In principle, by increasing the text length, one can gradually reach the edge of the scaling regions, but in practice, because the M(d) decays very quickly to the residue value by a function of form ∼ 1/d^2, increasing the text length by a factor of 10 can reduce the residue value by 10 and can only expand the distance by a factor of √10 ≈ 2.2. Even for a very large language corpus, such as the Brown University Corpus of American English [16] with one million words or approximately 5 million letters, the improvement on reducing the residue mutual information with respect to Shakespeare's plays used in this paper (one million letters) is only a factor of 5.

4. Hierarchical Structures In Natural Languages

This section is about the hierarchical structures in language texts and whether the mutual information function can detect such structures, especially whether an inverse power law M(d) is related to such hierarchical structures. These discussions are mainly meant to raise the question, and motivate further investigations.

It is known that natural language texts are typical examples of hierarchical structure: letters are grouped into words; words are connected into sentences; sentences are organized as paragraphs, sections, chapters; and so on. Each level of the hierarchy has its own organization principle.

Although few rules for the construction of words are established, the probabilities of one letter to be followed by another letter is well studied ("first-order monkey" [6]). For example, the letter q should always be followed by the letter u in English. This Markov process or finite automaton approach is a reasonably good approximation for the structure of words.

2There are rumors, however, of the existence of a much bigger database [17].
Figure 3: $M(d)^{[1]}$ for letter sequences from: 1. Shakespeare's play Hamlet; 2. Associated Press News Articles; 3. Five books of Moser from Bible (in German); 4. Eleven plays by Shakespeare. The dashed line is an inverse power law function $1/d^3$. The dotted lines are the estimated residue values of $M(d)$ for random sequences with the same sequence lengths and the same number of symbols as those of the texts.
Figure 4: $M(d)^{[1]}$ for letter-type sequences. Same source as that in Figure 3.
Figure 5: $M(d)^{[3]}$ for letter-type sequences. Same source as that in Figure 3 and 4.
The construction of sentences from words follows the phrase structure rules, which can be represented by a set of context-free grammar rules [18]. Although it has not been settled as to whether natural language grammar is indeed context-free [19], it is generally believed that context-free language is a good approximation of the natural languages. That the language units are organized in a hierarchical manner is most apparent from the fact that words are organized into sentences.

Above the level of sentences, the organization principle is more author-dependent; this is where many “style analysis” techniques come in [20]. For example, the average sentence length varies greatly from author to author. This point is nicely summarized by Herdan (p.117 of Ref. [9]): “Roughly we may say that the larger the linguistic unit which is chosen for the investigation, the more will the frequencies depend upon individual style.” We do not expect any universal result.

For levels above sentences and paragraphs, it is unlikely that a pure sequence analysis will measure correlations appropriately. The relationship between different parts of a language text is largely determined by the semantics (the meaning of the words, phrases, and sentences), and pragmatics [21] (the correct usage of the languages). In order to understand the meaning of words, one needs something else, for example, the dictionary. Besides, there are “hidden” connections which are set up by the logic developed in the text. For example, the last page of a detective story will usually reveal the relationship among characters and facts which is obscure on the superficial level. Obviously, the mutual information function cannot detect such relationships.

From the above discussions on the hierarchical structures of natural languages, one conclusion is that \( M(d) \) may have different functional forms at different distances because the corresponding organization principles are different. It would certainly be nice for the inverse power laws of \( M(d) \) to have the same exponent at all distances, but there is no reason to believe such is the case.

When the language unit we choose is too small (e.g., letters), it is not clear whether the very large-scale structures in language can be detected. It is analogous to the situation of the human body, which is not best analyzed on the smallest level such as atomic or molecular level. In order to cross the gaps between different levels, one can increase the size of the unit and calculate the mutual information between these larger units, though in practice the statistics become worse since we have less number of countings to fill up the histogram.

In summary, hierarchical structures are much easier to detect “from top to bottom” simply because it is how they are generated. The mutual information function of a sequence is calculated from left to right, and thus it is somewhat limited in its ability to detect hierarchical structures. What I have suggested to compensate this is to change the size of the unit, and calculate the mutual information for the new units. Finally, it should be remembered that it is unlikely to use a simple numerical function such as \( M(d) \) to detect
correlation between meanings in language texts. It should not be surprising that we fail to detect long-range correlations expected by the logical connections between sections of an article by measuring $M(d)$. For the same reason, even if computers were equipped with the correct syntax rules, they still could not always produce appropriate messages.

5. Correlations In Context-Free Languages

In this section, we will discuss correlations in context-free languages with certain grammar. Unlike regular languages and Markov processes, which produce sequences with exponentially decaying correlation functions [22], it is typical for context-free languages to produce sequences with inverse power law correlation functions. One example is a particular context-free language,\(^3\) called the expansion-modification system, which can generate sequences with $1/f^\alpha \ (\alpha \approx 1)$ power spectra and inverse power law correlation functions [24].

The prototype rule for the expansion-modification system is defined as the following: $0 \rightarrow 00; \ 0 \rightarrow 1; \ 1 \rightarrow 11; \ 1 \rightarrow 0$, with probabilities $1 - p, p, 1 - q, q$ respectively [24]. The tuning of the parameters $p, q$ can produce sequences with completely different features. In two extreme cases: (i) $p = q \approx 0$, the expansion factor dominates the dynamics, and the sequences produced tend to have “structures” with very long length (here the structures are simply the strings of 0’s or strings of 1’s); (ii) $p, q \approx 1$, the modification part of the dynamics dominates, and the resulting sequences are random. In between, when $p, q$ are small but non-zero (e.g., $p = q = 0.1$), the “structures” with longer scales can either be generated by expansion or destroyed due to the modification, which splits the long string of 0’s (or string of 1’s) from inside. When the sequence is examined at a fixed time step, its power spectrum scales perfectly as a straight line in log-log scale with slope very close to $-1$.

The basic constituent structure for English sentences can be generated by context-free languages such as $S \rightarrow NV$ (sentence is composed of a noun phrase and a verb phrase), $N \rightarrow S$ (a noun phrase can be a sentence itself), $N \rightarrow n$ (a noun phrase can be a noun), $V \rightarrow vN$ (verb followed by a noun phrase), $V \rightarrow v$ (a verb phrase can be a verb), and so on.

The grammar rules for natural languages are usually iterated only a few times, unlike the typical study of “attractors” of expansion-modification systems and other dynamical systems, in which sequences are produced by iterating until the time-invariant states are reached. If the grammar rules are applied too many times, the sentences will be too complicated for normal people to comprehend. Another difference between natural language grammar and the expansion-modification system is that the leaves of the natural language grammar tree can stop at different time steps for different branches, whereas those for the latter all stop at the same time. One can make the two similar by adding extra rules in the natural language grammar to preserve

---

\(^3\)More accurately, it is a context-free Lindenmayer system, which does not distinguish terminal symbols from non-terminal symbols, and which updates all sites simultaneously [23].
the non-terminal symbols along the branch (e.g., $v \rightarrow v$).

Other than these two differences, the natural language grammar is weakly reminiscent of the expansion-modification systems. In particular, the $S \rightarrow NV$ is similar to expansion, and the $N \rightarrow S$ is similar to modification. Whether the detailed form of $M(d)$ for word sequences can be formally established by a mathematical study of natural language grammar rules is still under investigation. Even if the $M(d)$ can be determined for word sequences, it is still not clear how to transform it to that of the letter sequences.

6. Other Power Law Scalings In Natural Languages

The main purpose of this paper is to find some power law relation in natural language texts in order to characterize its hierarchical structures (the mutual information function is one of the examples), so we might examine some other possible power laws. We will discuss in this section three such possibilities: (1) concepts related to fractals, (2) block entropy as the function of block length, and (3) Zipf's scaling law.

Fractals as applied to geometric objects are related to the scaling relation between the number of non-empty boxes and the box size. The fractal dimension is the exponent for this scaling relation. For symbolic sequences such as language texts, this definition cannot be applied without modifications. One alternative is to partition the sequence into non-overlapping blocks and look at how the number of possible block configurations $N(n)$ changes with the partition width. Whether $N(n) \sim e^{an}$, or $\sim e^{\alpha n}$ ($0 < \alpha < 1$, stretched exponential), or $\sim n^\alpha$, we can always extract some exponent $\alpha$ as an analogy to the fractal dimension.

In the case of overlapping blocks, we actually deal with the topological block entropy $S(n) = \log N(n)$ (or metric entropy $S(n) = -\sum p_i^{[n]} \log p_i^{[n]}$, with $\{p_i^{[n]}\}$ are probabilities for all configuration of $n$-blocks) as a function of the block length. Again there are several possibilities: $S(n) \sim \alpha n$, or $\sim n^\alpha$, or $\sim \alpha \log(n)$. The first case is for random sequences (although it does not have to be purely random), and the second and third cases are somehow between random and regular. The second type of divergence of block entropy has been observed for sequences generated by cellular automata [25] and by expansion-modification systems [26]. In general, the block entropy may not be a simple function of the block length. For example, it might be a mixture of power law and logarithm function $n^\alpha \log(n)^\beta$ [27]. It should be noted that block entropies are derived from the "$n$-point correlation" ($n$-site joint probability distribution), whereas the site-to-site mutual information function is a "2-point correlation" measure. In a sense, the block entropy contains more information about the sequence than the site-to-site mutual information function.

The last example of power law scaling in languages is of a quite different nature: it is the scaling between the occurrence frequency of words and the ranks (e.g., the most frequently occurring word ranks first, the second most frequent one ranks second, and so on) of the word. It is claimed by Zipf
that this relation between the frequency and the rank should be an inverse power law with exponent equal to 1 [28]. The claim is checked to be of very good accuracy by database analysis (e.g., Ref. [29]). Unfortunately, what Zipf has overlooked is that even monkey-typed random texts obey Zipf's law [30]. A simple proof will be given in Appendix 3. So, Zipf's law is not some feature which is related to the hierarchical structures of natural languages. Consequently, it has nothing to do with the inverse power law for mutual information functions.

Conclusion

To conclude, I calculate the mutual information function for letter sequences and letter-type sequences of some English texts (and German texts, too), which behave as inverse power law functions with exponents around 3. The mutual information function with this exponent will not lead to $1/f$ noise. Further studies should be done on the mutual information function for more meaningful sequences transformed from language texts, for example, a phoneme sequence. The strikingly similar curves of $M(d)$ for different text files indicate a universality class of natural language, which distinguishes them from random letter sequences and other sequences with short-range correlations. It is reminiscent of another "universality class" of music and audio signal of speech which is characterized by the appearance of $1/f$ noise.
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Appendix 1: Relation Between Exponents

In this section, we will show that if one of the three functions—power spectrum, correlation function, and mutual information—is an inverse power law with the exponent in a certain range, the remaining two are also inverse power law functions. More specifically, if the power spectrum is $P(f) \sim 1/f^{1-\beta}$ ($0 < \beta < 1$), the correlation function will be $\Gamma(d) \sim 1/d^\beta$ (true for any sequences), and the mutual information function is $M(d) \sim 1/d^{2\beta}$ (true for binary sequences).

\footnote{There are some misunderstanding about this in the literatures, e.g., Ref. [31].}
The definition of power spectrum \( P(f) \) is the Fourier transformation of the correlation function:

\[
P(f) = \frac{1}{N} \sum_{d=0}^{N-1} e^{-i2\pi(f/N)d} \Gamma(d).
\]

Suppose the correlation function is \( \Gamma(d) \approx 1/d^\beta \), which satisfies \( \Gamma(d) \sim k^\beta \Gamma(kd) \), we have:

\[
P(f) = \frac{1}{N} \sum_{d=0}^{(N-1)/k} e^{-i2\pi(f/kN)d} k^\beta \Gamma(kd)
= \frac{k^\beta}{k} \frac{1}{(N/k)} \sum_{d'=0}^{(N-1)/k} e^{-i2\pi(f/kN)d'} \Gamma(d') \approx k^{-(1-\beta)}P(k^{-1}f)
\]

\((d' = kd)\). It is a power law \( P(f) \approx 1/f^{1-\beta} \) as claimed above.

The second relation among exponents is only proved for binary sequences. Suppose the binary sequence has state value 0 and 1. The correlation function has the form \( \Gamma(d) = P_{11}(d) - P_{01}^2 \approx 1/d^\beta \). It can be proved that other joint probabilities satisfy \([8]\) \( P_{00} = \Gamma(d) + P_{01}^2 \), and \( P_{01} = P_{10} = -\Gamma(d) + P_{01} \). Replace these \( P_{\alpha\beta} \) in the mutual information function and take the large distance limit, we have \([8]\):

\[
M(d) \approx \frac{1}{2} \left( \frac{\Gamma(d)}{P_0P_1} \right)^2 \approx \frac{1}{d^{2\beta}}.
\]

Appendix 2: Preparation of the Texts

This appendix includes the source of the texts and the editings that I did for them. In all cases, capital letters are switched to lowercase letters, and all digits are considered to be punctuations.


- **Associated Press News Articles**: This is a collection of a dozen news articles about China's events from June 3 to June 9, 1989 by John Pomfret, Terril Jones, Jim Abrams, Dan Bires, Christopher Connell, Larry Thorson, Elaine Kurtenbach, Susan Ruel, Kathy Wilhelm, and Howard Goldberg. There is no special arrangement among these articles. I simply delete all the titles, authors, time of issue, etc., and leave no space between different articles. Other minor editing has also been carried out, for example, changing all double quotation marks to single quotation marks; deleting all commas that separate digits (e.g., 5,000 is changed to 5000), etc.

• Bible (in German): The text includes the 5 books of Moses from Elberfeld Translation, which originally appeared in 1871. The revised version appeared in 1985, and the digital edition is from R. Brockhaus Verlag. I deleted all the section and chapter numbers. All the umlauts (the two dots on top of vowels) are deleted (e.g., ü becomes u). Also all the letter ß’s are deleted.

Appendix 3: A Proof That Random Texts Obey Zipf's Law

This appendix will show that randomly generated texts obey Zipf's law [28], i.e., the occurrence of a word is inversely proportional to its rank. Suppose there are $M$ symbols, and one of the symbols is labeled as "blank space" (\(\cdot\)). A word is defined as the symbol string between any two blank spaces (e.g., "qwin.").

For randomly generated strings, any symbol occurs with equal probability \(1/M\). The probability for words with length \(n\) to appear is equal to the probability that two blank spaces are separated by the distance \(n+1\): \(P(n) \sim (1/M)^{n+2}\), or \(P(n) = C/M^n\) (\(C\) is a constant). It shows that words with shorter lengths occur more frequently, i.e., they have higher ranks.

There are \(M^2\) words with length \(j\). Because those words with shorter lengths have higher ranks, the ranks of words with length \(n\) (\(i(n)\)) satisfy

$$\sum_{j=1}^{n-1} M^j < i(n) \leq \sum_{j=1}^{n} M^j$$

or,

$$\frac{M}{M-1}(M^{n-1} - 1) < i(n) \leq \frac{M}{M-1}(M^n - 1).$$

It can be converted to

$$n - 1 < \log_M \left(\frac{M-1}{M} i(n) + 1\right) \leq n.$$

Inserting this to the formula of probability of words with length \(n\), we have:

$$P(i(n)) \leq \frac{CM}{M-1} \left(\frac{1}{i(n) + M/(M-1)}\right) < P(i(n-1))$$

which is a "generalized" inverse power law distribution. Since \(M/M-1 = 28/27 \approx 1\), this generalized inverse power law is a good approximation of the power law when \(i(n) \gg 1\).
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